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Abstract 

 

With the increasing complexity of research processes and the growing importance of various 

kinds of research infrastructure services in supporting research, the possibility of full end-to-

end control and verification is decreasing. This raises challenges in terms of trustworthiness 

and, ultimately, trust in the data, tools, services and  results obtained. The purpose of this 

document is to analyze the challenges emerging, and to identify gaps requiring more in-depth 

studies to ensure that researchers can perform high-quality research. As traditional indicators 

of trustworthiness are losing their indicative value, novel mechanisms will need to be identified 

and their documentation supported by the respective infrastructures. This is essential to 

ensure that the investments flowing into the design, creation and operation of global research 

infrastructures are sustainable, allowing researchers to have confidence in the results they 

produce, and society to trust scientific insights. 

Introduction 

Research challenges and data driven research across all disciplines are increasingly 

interdisciplinary and affect actual research practices as they too become more complex. First, 

research data, code, machinery collected, or built in one setting may be used in various 

research contexts. Such research practices might lead to new requirements such as expertise 

from different disciplines due to the lack of required knowledge. In other words, research is 

becoming more interdisciplinary.  



Second, the number of  institutions and individuals participating globally in research is 

growing dramatically, making it harder to know which ones are deserving of a good reputation 

in terms of high-quality and trustworthiness, all while  the value of traditional indicators (such 

as relying on personal acquaintances, on the reputation of laboratories or institutions, on the 

use of a few prominent, well-known software frameworks or libraries, or on peer-reviews) of 

trust and trustworthiness are eroding.  

Third, the speed of scientific knowledge production is increasing (e.g. pre-prints), leading to 

less time for quality checks, the maturation of knowledge, or to evaluate the entire research 

process, all while putting researchers under pressure to use the most recent innovations (the 

most recent LLM/AI, the most recent data set released), or to provide high frequency updates 

to code, fixing bugs and adding functionality, presumably improving performance in specific 

settings. Consequently, the risk of 'tuning' results or exaggerating the relevance of findings 

increases [2], [6]. 

Fourth, contexts in which data, code and entire processing pipelines are being (re-)used vary 

as data might be collected for one setting but are used in another, code repurposed for other 

tasks, with code itself becoming increasingly distributed and dynamic due to the large number 

of external dependencies. In short, many steps of such research processes are out of a 

researchers’ control meaning that it is not possible to run and check everything in detail 

anymore because of, e.g. a lack of skills, time, money and necessary information.  

Against this background, Research Infrastructures (RIs) providing access to the various 

elements of these increasingly complex research processes are gaining importance  in terms 

of, for example, providing data, code, workflow engines, compute resources, results/research 

outputs, or result discussions (e.g. open reviews). The increasing importance of RIs lead to 

two developments: Significant resources are invested in the building of new RIs on the 

institutional (e.g. DataRepositories integrated with Jupyter Hubs), discipline-specific (e.g. 

ERICs), or national level (e.g. NFDI), or even in larger federations (e.g. EOSC, GAIA-X). Similar 

initiatives are also being developed in Japan, including institutional-level deployments of 

research data platforms such as NII's GakuNin RDM, discipline-specific repositories like the 

National Bioscience Database Center (NBDC) for life sciences, and national-level coordination 

through the Open Science Framework led by MEXT and JST. While Japan currently lacks large-

scale federated structures comparable to EOSC, there is increasing emphasis on 

interoperability and metadata standardization in alignment with international practices.  

Second, this comes with plenty of challenges: as there is no full control and no possibility for 

complete end-to-end checking, researchers basically need to trust in the components, data, 

and compute environments to be (re-)used without being able to verify them in full depth. Last, 

but not least, the concept of research infrastructure and the services provided by them is 

evolving, ranging from storage- compute- and networking infrastructure, via data and code 

provisioning to AI systems and services on the technical level, combined with authentication 

information on natural and legal persons, ethical, legal and financial frameworks and 

associated services. All of these have an impact on the research performed and its perception 

by researchers and society. 

This in return leads to different types of questions coming up with respect to trust, 

trustworthiness and accountability: 



● How can researchers decide whether (or to what extent) they can trust what they are 

working with in terms of data, services, tools and RIs? Why trust a specific component 

and not another? Why are researchers reusing this or that while ignoring other 

elements, or rather what makes data, services, tools and RIs trustworthy?  

● Hence, for RI design: which information, characteristics, aspects, do RIs need to 

collect, expose and consider in their design and operation, so that they act as 

trustworthy sources and basis for producing high-quality research? 

● What is trust supposed to be in the context of scientific knowledge production (that is 

rational and evidence based) as it cannot be expected to be universal and “blind”? To 

what extent can researchers trust their own research outputs? To what extent can and 

should researchers be held accountable for their results, or rather how can researchers 

accept accountability for their results? 

To address these challenges we already see many attempts to develop new indicators of 

trustworthiness such as social-media inspired likes, download/fork counts in code 

repositories, reproducibility badges, automatic provenance documentation, persistent 

identifiers for humans (ORCID) and digital artifacts, rankings of institutions, open review 

processes, community review / agreement processes, etc. All these initiatives, however, are 

ad-hoc, and they were not designed to be trustworthy for researchers specifically. Hence, they 

are neither coordinated, nor supported by foundational analysis of needs and impact. To the 

best of our knowledge, there is no work on to which degree they can actually serve and be 

accepted by researchers as suitable indicators for trustworthiness. Many of them do not even 

provide any safeguards against “optimization”, i.e. manipulation. 

We therefore need a structured approach to derive aspects influencing perceptions of 

trustworthiness as well as indicators facilitating trust in such aspects. Such an approach is 

needed to understand how the perception in terms of strength, importance and robustness of 

these indicators differ across cultures, disciplines and seniority levels of researchers in order 

to provide guidance for all the RIs being developed: which data, metadata, provenance 

documentation, certification and assertions on data, code, institutions, humans etc. need to 

be captured and exhibited to ensure researchers find the structures and information required 

by them to make the personal decision whether they are able to trust in the building blocks of 

their own research as well as in the outcomes and insights they produce and consequently 

are able and willing to accept accountability. 

In this context it is important to note that the quality of any artifact and hence its usefulness 

in a specific research setting is not an absolute characteristic that can be determined and 

ranked upfront: quality is frequently defined as “fitness for purpose” [10], hence the same 

piece of code or data, the same level of knowledge of a human expert may be perfect for one 

setting whereas it might be useless for another. 

Against this background, this paper explores the concepts of “trust” as well as 

“trustworthiness" (as they are a subject in philosophical debate [12]) and moves on to discuss 

the different flavours and roles of RIs with a focus on the technical and human aspects of RIs, 

while also covering organisational, legal and financial aspects in section 2. 

Section 3 provides early-stage results based on jointly organized workshops of the European 

Research Council for Informatics and Mathematics (ERCIM) and Japan Science and 



Technology Agency (JST) as well as a survey, an interview series and informal discussions 

that were enabled by ASEA-UNINET, EOSC Focus and the EOSC Support Office Austria 

Working Group Researcher Engagement in Austria to help shape the discussion. 

Based on that, we not only summarize the results, but also identify the work needed to come 

up with the insights needed to provide such guidance to RI developers and users and draw 

recommendations for the building of infrastructures from that in section 4. 

2. Concepts 

2.1 Trust & Trustworthiness 

The concepts of trust and trustworthiness have long been subject to philosophical debate, 

often exploring various dimensions such as the nature of their concepts, their epistemologies, 

their values, or the kind of attitudes that trust is [12]. In the context of scientific knowledge 

production, we are, however, looking for types of warranted trust and trustworthiness because 

scientific knowledge production should not be “blind” but evidence-based and rational instead. 

Hereafter, the discussion focuses on when trust might be warranted and concludes with 

defining both trust and trustworthiness in a way that is applicable in the context of research. 

Trust is warranted when it is “justified”, “well-grounded” and “plausible”. It is plausible when 

the trustor has reason (that is, evidence) to believe that the trustee is indeed trustworthy. It is 

well-grounded, when the trustee actually is trustworthy (which makes contemplating the nature 

of trustworthiness key if one strives to understand trust), while its justification may depend on 

either the epistemology of trust, or its value. The epistemology of trust matters when 

trustworthiness cannot be taken for granted. It deals with questions about how to trust well, or 

when to trust, while considering the value of trust means to question the point of trusting, or 

rather why trustors should trust at all. The value of trust may be intrinsic, but can be beneficial 

to society in general as it makes cooperation possible and facilitates relationships of all sorts 

[12].  

Even though there is no agreement on whether trust can be rational indeed, it should be noted 

that philosophers who do think so, do not necessarily see eye to eye to the extent to which 

trust can be rational. One point of view, however, suggests that trust can indeed be rational 

and evidence-based. Such an internalist perspective states that reasons grounded in evidence 

are needed for the trustor to actually trust, so that both reason and evidence may internally 

justify trust [12]. 

The concept of trustworthiness is hard to grasp since it is being discussed quite controversially 

with a lot of different lines of argumentation to look at. They usually are associated with 

interpersonal trust and emphasize e.g. the relationship between trustor and trustee, 

motivation, goodwill, or virtue. In other words, the nature of trustworthiness is not quite clear. 

In addition, there is little agreement on its definition [12]. On top of that we are looking for a 

simple definition that allows us to think of “things” such as data, or infrastructures, rather than 

people, as trustworthy. 

A practical approach to this may be based on three aspects [11]: First, trustworthiness is a 

trait. Second, there is a difference between general and specific trustworthiness. Third, 



trustworthiness means to meet reasonable and appropriate expectations. The latter leads to 

questions of what makes them both. The second allows us to think of trustworthiness in a 

specific context - that is scientific knowledge production - rather than generalize it. The first 

one permits us to think of trustworthiness as a trait, an attribute, a characteristic of someone 

or something. Against this background, we can start looking for traits of data, infrastructures, 

etc. that are indicative of trust in them.  

2.2 Research Infrastructures (RIs) 

As [13] point out, defining infrastructures is a difficult matter. A simplified - and thus flawed - 

definition may state that infrastructures support and enable activities that we are really doing, 

while being built on prior work in terms of e.g. buildings, or standards. Hence, it refers to 

systems, technologies, organisations and built artifacts that do not need to be reconsidered 

because they already exist. In addition, infrastructures tend to be (made) invisible, although 

they are not a neutral background enabling different sets of activities. Rather, they hold values, 

or permit specific relations, while blocking others.  

In Science and Technology Studies (STS) infrastructures are therefore conceptualized as a 

bundle of many heterogeneous things (for example, standards, technological objects, 

administrative procedures) that involve technology as well as organisational work. In other 

words, infrastructure is being treated relationally [13] . 

Exactly because infrastructure is a highly relational concept, [14] defines infrastructure as 

having specific properties:  

● Infrastructure is embedded, meaning that it is sunk into and inside of other structures. 

● Infrastructure is transparent meaning that it does not need to be reinvented for each 

and every single task. However, it supports all tasks performed invisibly. 

● Reach & Scope: Infrastructure is not limited to a single event or one-site practice. 

● The use of an infrastructure is learned as part of a membership or a community of 

practice. It is taken for granted by members, while outsiders or strangers perceive 

infrastructure as something to learn about. 

● Infrastructure shapes and is shaped with the conventions of practice by a community 

of practice. 

● Standards are embodied in that infrastructures are plugging into other infrastructures 

and tools in a standardized mode. 

● Infrastructure is built on an installed base inheriting both strengths and limitations. 

● Infrastructure becomes visible upon breakdown, meaning that infrastructures are 

invisible until they break down (e.g. not working for maintenance reasons, server is 

down…) 

● Infrastructure is fixed in modular increments, not all at once or globally for two 

reasons. First, because infrastructure is complex. Second, because it means different 

things locally, and is never changed from above.  

 

For the scope of this white paper, however, we focus on the interplay between (i) hardware, 

software and data, (ii) legal & financial regulations, (iii) institutions and  (iv) people, who are 

both using and building infrastructures.  



3. Understanding trust in research practices, 

results and the trustworthiness of RIs 
Against this background, a survey, an interview series as well as two workshops are to be 

highlighted: The survey - consisting of both open and closed questions that was launched 

among both students and professionals of Data Science - aimed at understanding the 

requirements for sharing and reusing open-source code better [7]. Actual research practices 

were compared to ideals. In addition, topics such as indicators for quality, or rather fitness for 

purpose, trust in open-source code and own results as well as the willingness to accept 

accountability were explored. Interim findings suggested that - although an uneasiness to 

define quality indicators was expressed - documentation was key in facilitating both quality 

and trust. At the same time documentation could not be clearly defined. Rather, various topics 

and concepts such as “good quality”, “popularity”, or “transparency” were associated with it.  

Other quality indicators include an active community, the number of downloads, or test 

protocols. It should be noted here, that the quality indicators as determined in the quantitative 

analysis (participants were asked to rank a couple of indicators and explain their choices), 

slightly differ from quality indicators as determined in the qualitative analysis. Documentation, 

however, was on top in both rankings.  

Last, but not least, a discrepancy between actual research practices and an ideal was 

discovered. Many participants stated that reusers are responsible for testing open-source 

code before reusing it in their own research because they - as the ones sharing it - could not 

be aware of future purposes. At the same time, however, many failed to live up to that  re-

using open-source code without running any tests or quality checks. Consequently, the 

willingness to accept accountability was rather low.  

The semi-structured interview series was conducted by the EOSC Support Office Austria 

Working Group Researcher Engagement in Austria. In total, 12 researchers located in public 

universities in Austria were interviewed. Scientific disciplines covered included Mathematics, 

Computer Sciences, Life Sciences, Medical Research, Social Sciences and Humanities.  

The interviews were based on a guideline focusing on two main themes, namely actual 

research practices from data collection to data pre-processing to analysis and interpretation 

as well as trust in data quality with a focus on data sharing and reuse. Findings support some 

of the survey’s results such as the discrepancy between actual research practices and the 

ideal of running test and quality checks before reusing data, services and tools as well as 

documentation being key for facilitating both trust and quality. Additionally,  they suggest that 

reputation is essential for people, institutions, and infrastructures for being perceived as 

trustworthy. Results will be presented in detail at the STS Conference Graz 2025 [8]. 

In jointly organized workshops by ERCIM and the Japan Science and Technology Agency 

(JST) elements and facets influencing trustworthiness were discussed [5]: In research 

processes, Communities of Practice (CoPs), (Human) Stakeholders, Organisations and 

(Technical) Infrastructures were seen as key elements in (simplified) research processes. For 

each of these, an extensive set of indicators for trustworthiness and quality (or rather  “fitness 



for purpose” in specific settings) could be identified implying that indicators for neither quality, 

nor trustworthiness can be absolute, but depend on context and purpose.  

Examples of such indicators were identified for data and code. For example, quality indicators 

for data relate to provenance (including ethical correctness), correctness, completeness, 

FAIRness, or anonymity and pseudonymity levels, while quality indicators for code range from 

test cases, automatic testing and test documentation to security audits to maintainability. 

In addition to such indicators for data and code, research communities have begun to 

formalize trust-enhancing practices. For example, top-tier computer science conferences 

such as NeurIPS and AAAI have introduced mandatory checklists during the paper submission 

process, covering issues such as data provenance, code availability, reproducibility of results, 

and societal impacts. These checklists, along with supplementary material requirements, 

serve as operationalized trustworthiness indicators, incentivizing researchers to provide 

metadata, documentation, and verification artifacts. 

The follow-up workshop focused on reviewing the initial findings to explore the influence of 

cultural differences. The focus was to pinpoint key research areas and issues that need to be 

addressed to sustain and enhance trust in data-driven research. Based on previous results, 

the focus shifted to indicators of trustworthiness. Indicators of trustworthiness are either 

tangible or observable traits such as long-term financial stability, the prominence of a tool or 

publication, the extent of code testing, or the number of reuse and deployment cases. While 

these indicators can be quantified and aggregated into a potential "trustworthiness score," 

actual trust is shaped by both rational evaluation and intuitive, often subconscious, 

interpretation. External "trust donors (auditing bodies or certifying institutions) also influence 

trust by validating or challenging specific indicators. Their own credibility can enhance or 

diminish the perceived trustworthiness of the entities they assess. 

Building on the initial structuring of elements and properties of the research process we need 

to identify the contributing factors supporting the emergence of trust. 

We focus on entities such as a specific institution, an infrastructure, data, software, or 

experimental results. These entities are awarded with a certain amount of trust, which 

determines their perception and hence, ultimately, fitness to be used for a specific purpose 

(i.e. the key definition of quality).   

Each entity has associated properties, which are characteristics that are essential to the entity 

and for its use or role in a specific research process. These properties can be legal status, 

funding of an organization, volume of data, functionality of code, etc.  

These properties are, in turn, linked to trustworthiness indicators, which are characteristics 

that can be determined for a property such as long-term financial stability; prominence of a 

tool, paper or institution; tests performed on code; number of code reuse reports / deployment 

/ take-up; In a mechanistic world-view these can be measured and aggregated, allowing 

potentially the computation of some aggregate “trustworthiness score”. However, the trust 

attributed by a stakeholder onto the properties and hence ultimately on a specific entity, will 

depend on the rational but also the intuitive perception and interpretation of the trustworthiness 

indicators and a subconscious aggregation of these. 

A further role is played by external “trust donors”, i.e. individuals or institutions that may 

provide attribution on trustworthiness indicators such as auditing and certification institutions, 



that via their trustworthiness provide an accordingly increasing or decreasing factor to the 

measurements of the indicators. 

 

This leads to the identification of three major gaps, which are 

1) a lack of understanding of trustworthiness indicators and their associated metrics. 

While several of these concepts have been developed over the years (ranging from 

high-level ISO standards such as the ISO9000 or ISO27000 families of standards via 

specific standards in the area of research data and their management (Core Trust Seal 

[L1], FAIR Metrics [L2] capturing fulfillment of the FAIR principles, initiatives  towards 

more comprehensive research output impact assessment) there is a lack of 

understanding in how far which of these capture which essential characteristics of the 

trust indicators. Which of the numerous properties / characteristics of an entity may 

serve in which form as a potential indicator of the degree of trustworthiness? 

2) A lack of understanding how a score for the overall trustworthiness could be 

“computed” based on whichever measurements of the individual indicators. While 

numerous models for aggregating diverse measurements have been devised, we lack 

an understanding of how these are perceived and “weighted” by individuals, most likely 

heavily depending on the specific context, and equally likely significantly influenced by 

cultural and domain-specific biases. How could a model for such an aggregation look 

like that would allow machines to help researchers in selecting trustworthy sources 

and entities for their research in increasingly global and cross-disciplinary research 

processes where common sense and personal knowledge are no longer sufficient to 

serve this task? "What might a model for such aggregation look like - one that enables 

machines to assist researchers in identifying trustworthy sources and entities, 

especially in the context of increasingly global and cross-disciplinary research, where 

common sense and personal knowledge alone are no longer adequate?" 

3) Last, but not least, in spite of all attempts to make quality (i.e. fitness for purpose, one 

of the key aspects of trustworthiness) objectively compute-able or trace-able, the 

awarding of trust is ultimately a social process. There is a wealth of knowledge and 

expertise in philosophy of how trust emerges or why it fails to emerge. Yet, how to turn 

this into pro-active support in the specification, creation and operation of research 

infrastructures, code, data or results, i.e. its influence on the design of the entities and 

their properties, is not sufficiently well understood. How should we design and 

document an experiment, a data collection, etc., which information to capture, which 

levels of transparency to provide in which form so that people can ultimately feel they 

can trust the institution, the result, or any other entity to form part of their research 

process or decision making?   

4. Need for Action: Trust-related research to 

accompany RI design, development and operation 

4.1 Summary of Key Points 

In conclusion, three key areas warrant attention: the development of infrastructures, trust, and 

the implementation of effective mechanisms for self-assessing trustworthiness: 



Infrastructures are playing an increasingly important role in Research because of the 

increasing interdisciplinarity and complexity of modern Research. Against this background, 

researchers are facing significant challenges in fully comprehending the methods and intricate 

processing pipelines underpinning their work. This fast-paced environment, characterized by 

the reuse and repurposing of real-time data and components, further complicates the 

understanding of suitability, limitations, and potential quality issues, especially when applied 

beyond their original scope. Consequently, the potential for accumulating errors grows, 

making it difficult for researchers to maintain trust in their own outputs and accept 

accountability for results, ultimately threatening the social acceptance of scientific findings 

when errors are uncovered. In this context, establishing trust against intentional tampering 

(e.g. security) is essential. 

Additionally, in situations where comprehensive verification is impractical, trust becomes a 

crucial element influencing researchers' decisions regarding the adoption and reuse of existing 

scientific outputs. It's important to distinguish trustworthiness, an inherent quality, from trust, 

which is the belief in that quality. A significant gap exists between the ideal of rigorous testing 

and quality checks before reuse and the reality of limited additional scrutiny in practice, often 

leading to a reliance on superficial indicators like download numbers rather than genuine 

confidence in research results. While thorough documentation, detailing provenance, testing 

procedures, and evidence of quality, could foster trust and ensure fitness for purpose, it is 

often lacking in both quantity and quality. Furthermore, conventional indicators of 

trustworthiness, such as the reputation of researchers, institutions, or publication venues, are 

becoming less reliable in the face of an expanding global research landscape and rapid 

advancements. Traditional metrics like download counts, citations [9] or “likes” (social media 

reputation) [1] are susceptible to manipulation, further eroding their trustworthiness. Similarly, 

brittleness towards small perturbations in inputs harms trustworthiness  [4]. Although research 

ethics and practices are often outlined in policy documents, there's no guarantee of their 

consistent implementation. In the context of AI, explainability offers insights into a system's 

workings but doesn't provide the same level of verifiable truth [15] as the full auditability found 

in safety-critical systems [3]. These factors collectively contribute to a weakening of 

established mechanisms for building and maintaining trust in science. 

To enable the self-assessment of trustworthiness and to support the development of trust 

in AI, three key approaches can be identified:  Enabling the self-assessment of trustworthiness 

in AI systems requires a multi-faceted approach. First, systems must provide effective and 

timely responses to user needs. Whether assistance is delivered by a human or an AI agent, 

the ability to receive accurate and relevant answers quickly plays a critical role in fostering 

trust. Users are more likely to place confidence in systems that demonstrate practical utility 

and responsiveness in addressing their queries or problems. 

Second, traceability and transparency must be embedded into system design. It should be 

possible to easily reconstruct and understand what occurred during any interaction with the 

system. This applies not only to AI but also to rule-based or procedural infrastructures, which 

can also function as opaque black boxes. For example, failures in pipeline computations must 

be explainable, and the current status of research objects should be readily accessible 

detailing who has access, what changes were made, by whom, and when. 

Finally, proactive and contextual notifications contribute significantly to trust. Systems should 

automatically provide users with timely updates, such as email alerts regarding system 

actions, upcoming issues, or significant changes in status. These notifications support 

transparency, promote accountability, and help ensure that users remain informed and 

engaged with the systems they rely on. 



4.2 Recommendations 

Based on these considerations, the following recommendations are proposed: A deep 

understanding of trust is fundamental to the effective development, deployment, and adoption 

of research infrastructures. Scientific accompanying research plays a critical role in shaping 

infrastructures that are not only technically sound but also perceived as trustworthy. Such 

infrastructures must support confidence in the reuse of data and tools, facilitate responsible 

sharing of research outputs, and enable accountability in research practices. Ultimately, 

fostering trust at all levels ensures that both the research community and the broader public 

can rely on the integrity and credibility of research outcomes. 

In addition, continuous studies accompanying the evolution of infrastructures are necessary 

to identify and examine key topics in greater depth. Specifically, the aim is to identify 

discrepancies between actual and research practices with a focus on why such gaps exist, 

the importance and acceptance of accountability, (the often overlooked issue of) distrust, 

infrastructures that failed (as they do offer an opportunity for failure analysis and lessons 

learned) as well as indicators to facilitate trustworthiness. 

With regard to the latter, it is essential to closely examine which indicators can effectively 

support its assessment. Relevant indicators may include the availability of test documentation 

and test cases for open-source software, provenance information and data quality tests 

applied to datasets, and comprehensive metadata on data management practices, including 

long-term availability guarantees, citability, and versioning to preserve outdated versions for 

reproducibility. Additional examples include documentation of AI model training processes 

(detailing the qualifications of involved personnel and the quality assurance applied to training 

data) as well as verified identities and credentials of actors participating in research workflows. 

Institutional factors also play a role, such as the sustainability and resilience of hosting 

organisations, which may be demonstrated through accreditation, financial stability, 

adherence to ethical frameworks, security audits (e.g. ISO 27000, NIST-2), and legal 

mandates. For data, resilience may be indicated by backup strategies and geographic 

mirroring to mitigate risks such as funding withdrawals leading to data center closures. 

Furthermore, indicators may encompass quality-of-service commitments and historical 

monitoring results. It is equally important to assess the extent to which these indicators can 

be collected automatically or must be gathered manually, how they vary across object types 

(e.g. code, data, processes, results), disciplines, seniority levels, and cultural or regional 

contexts, and how resistant they are to manipulation. 
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Links 

[L1] https://www.coretrustseal.org/  

[L2] https://github.com/FAIRMetrics/Metrics  
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