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Outline

1. Data use and research backlash
2. Why Belmont, IRBs & REBs aren’t necessarily enough
3. Interventions for trustworthy data use
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A crisis of trust

Fiesler, C., & Proferes, N. (2018). “Participant” Perceptions of Twitter Research Ethics. Social Media + 
Society, 4(1). (Image credit: Darren Garrett for How We Get To Next). 
Hemphill, Libby, Angela Schöpke-Gonzalez, and Anmol Panda. 2022. “Comparative Sensitivity of Social 
Media Data and Their Acceptable Use in Research.” Scientific Data 9 (1): 643.
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Data use, AI and the “techlash”

Photograph by Stuart Isett/Fortune, CC BY-NC-ND 2.0, https://flic.kr/p/26tR1h9

https://flic.kr/p/26tR1h9
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New systems, new challenges
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https://magazine.jhsph.edu/2022/how-biased-data-
and-algorithms-can-harm-health
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Empirical questions in data ethics

PERVADE is an interdisciplinary collaboration between seven researchers at 
six institutions to answer empirical questions in data ethics.

Funding for this project was provided by NSF Cyber-Human Systems (CHS) Award #1704315
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Empirical + Theoretical Investigations

Empirical studies: Participant 
awareness and expectations are 
paramount
• Gilbert, S., Shilton, K., & Vitak, J. (2023). When research is the context: 

Cross-platform user expectations for social media data reuse. Big Data & 
Society, 10(1), 32 pages. https://doi.org/10.1177/20539517231164108

• Gilbert, S., Vitak, J., & Shilton, K. (2021). Measuring Americans’ Comfort 
With Research Uses of Their Social Media Data. Social Media + Society, 
7(3), 1–13. https://doi.org/10.1177/20563051211033824

• Hallinan, B., Brubaker, J., & Fiesler, C. (2019). Unexpected expectations: 
Public reaction to the Facebook emotional contagion study. New Media 
& Society. https://doi.org/10.1177/1461444819876944

• Fiesler, C., & Proferes, N. (2018). “Participant” Perceptions of Twitter 
Research Ethics. Social Media + Society, 4(1), 2056305118763366. 
https://doi.org/10.1177/2056305118763366

Theoretical work: Power matters
• Klassen, S., & Fiesler, C. (2022). “This Isn’t Your Data, Friend”: Black 

Twitter as a Case Study on Research Ethics for Public Data. Social Media 
+ Society, 8(4), 20563051221144317. 
https://doi.org/10.1177/20563051221144317

• Shilton, K., Moss, E., Gilbert, S. A., Bietz, M. J., Fiesler, C., Metcalf, J., 
Vitak, J., & Zimmer, M. (2021). Excavating awareness and power in data 
science: A manifesto for trustworthy pervasive data research. Big Data & 
Society, 8(2), 1–12. https://doi.org/10.1177/20539517211040759

• Dencik, L., Jansen, F., & Metcalfe, P. (2018, August 30). A conceptual 
framework for approaching social justice in an age of datafication. 
DATAJUSTICE Project. https://datajusticeproject.net/2018/08/30/a-
conceptual-framework-for-approaching-social-justice-in-an-age-of-
datafication/
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https://doi.org/10.1177/20539517231164108
https://doi.org/10.1177/20563051211033824
https://doi.org/10.1177/1461444819876944
https://doi.org/10.1177/2056305118763366
https://doi.org/10.1177/20563051221144317
https://doi.org/10.1177/20539517211040759
https://datajusticeproject.net/2018/08/30/a-conceptual-framework-for-approaching-social-justice-in-an-age-of-datafication/
https://datajusticeproject.net/2018/08/30/a-conceptual-framework-for-approaching-social-justice-in-an-age-of-datafication/
https://datajusticeproject.net/2018/08/30/a-conceptual-framework-for-approaching-social-justice-in-an-age-of-datafication/


Shilton, K., Moss, E., Gilbert, S. A., Bietz, M. J., Fiesler, C., Metcalf, J., Vitak, J., & Zimmer, 
M. (2021). Excavating awareness and power in data science: A manifesto for trustworthy 

pervasive data research. Big Data & Society. https://doi.org/10.1177/20539517211040759.

Participant Awareness

https://doi.org/10.1177/20539517211040759


Reflecting on 
Power

• What kind of consent was given for data?

• Is personal information being revealed out of 
context?

• Can individuals or vulnerable groups be identified 
from your data, analysis, or product?

• Can anonymized datasets be de-anonymized?

• Does your data come from a particularly vulnerable 
population? 

• Is it more likely to produce errors when it is applied 
to a population that has historically been harmed by 
such errors? 

• Does it help a less vulnerable population at the 
expense of a more-vulnerable population? 

• Does the research design include members of the 
population group it is targeted at helping??
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Design Intervention: 
The PERVADE Decision Support Tool

How can we help data 
users reflect on 
awareness and power?
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Project Design for 
Trust

• Project goals
• Whose interests are represented?
• Are there clear IRB or disciplinary 

guidelines?
• Power and data extraction

• Studying up and down
• Representation

• Data sources and contextual 
expectations
• Data quadrants
• Acquisition methods (scraping, 

APIs, hacks)
• Norms of the collection context



1212

• Storage and processing
• Security
• Retention

• Analysis
• Binaries and categories
• Linking datasets
• Distressing inferences
• Harms for participants and beyond

• Sharing
• Deidentification challenges
• Balancing open science and data 

protection

Research Design for 
Trust
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Project Prescriptions
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Going Forward: Increasing Participation in AI
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Thank you!
kshilton@umd.edu

TRAILS
https://www.trails.umd.edu/
PERVADE Project
http://pervade.umd.edu
Ethics & Values in Design (EViD) Lab
http://evidlab.umd.edu/

This material is based on work supported by National Science Foundation under 
awards 1704369 and 2229885.

mailto:kshilton@umd.edu
https://www.trails.umd.edu/
http://pervade.umd.edu/
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